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COOL: Conservation of Output Links for Pruning
Algorithms in Network Intrusion Detection

Thi-Nga Dao and HyungJune Lee , Member, IEEE

Abstract—To reduce network intrusion detection latency in
a high volume of data traffic, on-device detection with neuron
pruning has been widely adopted by eliminating ineffective con-
nections from a densely connected neural network. However,
neuron pruning has a serious problem called output separa-
tion in which some parts of neurons can easily be pruned in
the middle and become isolated from the rest of the network.
To this end, we introduce a solution called the conservation
of output links (COOL) pruning method that iteratively pre-
serves a set of effective connections to avoid neuron isolation.
We first evaluate COOL on MNIST and CIFAR-10 data sets as
well as programmable networking devices, such as P4-supported
switches. The experimental results show that COOL outperforms
existing methods in terms of both detection time and classifica-
tion accuracy, especially in extremely sparse networks. Compared
to three representative pruning methods, our COOL-based clas-
sification model performs at least 25% more accurately with
the upper bound for the pruning probability. To further dis-
play the effectiveness of COOL-based intrusion detection, we
formulate a novel detection time minimization problem by assign-
ing suitable detection models for switches in Internet of Things
(IoT) under performance requirements and resource limitations.
The experimental results demonstrate that our COOL algo-
rithm is particularly useful for delay-critical and high-traffic
applications.

Index Terms—Delay minimization, intrusion detection, output
isolation, programmable data plane, weight pruning.

I. INTRODUCTION

THE Internet of Things (IoT) allows a massive and
unprecedented amount of data to be exchanged [1], [2],

[3], [4], making it an attractive environment for attackers
and hackers [5], [6], and network attacks keep increasing
in both number and volume, posing a dangerous threat to
IoT. Therefore, it is crucial to ensure networks’ security and
privacy. A network intrusion detection system (NIDS) [7],
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which can early detect and respond to network threats, is
a well-known and effective security solution. To deal with
the increasing amount of exchanged data, there is a need for
NIDS with low-detection delay and high-detection accuracy.
Moreover, designing an efficient yet robust detection model
feasible at low-end devices becomes important at the edge
side.

In network security models [8], [9] traffic is required to
transmit to external devices for management, which causes a
long detection delay and slow response to network threats. To
deal with the problem of large detection time, detection models
are usually implemented on edge devices (e.g., switches) that
are located close to IoT devices [10], [11], [12], [13]. However,
these devices usually have limited computing and memory
resources compared to fog or cloud devices. Therefore, for the
edge layer, the classification model should have a lightweight
yet effective architecture with low-model complexity.

Recently, neural networks (NNs) have emerged as an
advanced machine learning (ML) technique with high-
classification accuracy. However, the fact that NNs require
a large number of floating-point operations and possibly
complex activation functions raises two problems: 1) long
detection delay and 2) difficulty executing on edge devices.
Therefore, a simplification method, such as neuron prun-
ing [12], [14], [15], [16], [17], [18], [19], [20], [21], [22],
[23], [24], memory reduction [25], [26], [27], and operations
simplification [28], [29], [30], is needed to reduce the model
complexity of the NN-based models.

To lessen the network complexity, a well-known solu-
tion called neuron pruning [12], [14], [15], [16], [17], [18],
[19], [20], [21], [22], [23], [24], [31], [32] with three
phases—learning a fully connected (FC) network, removing
the weakest connections, and retraining a pruned network—is
considered. However, neuron pruning may cause output isola-
tion where at least one output unit has no link to the previous
hidden layer after the second phase of connection removal.
Since the isolated output neuron, which has no synaptic path
from input features, cannot be updated during the third phase,
the performance of the pruned model deteriorates significantly.
The output isolation problem occurs more frequently when
increasing the pruning rate, thus considerably lowering the
classification performance. The only explanation offered by
existing work is that the lower performance is due to the
lack of remaining neurons or connections. To the best of our
knowledge, no existing studies recognized the output isola-
tion problem and our work is the first attempt to address this
issue. One related problem reported in the literature is layer
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collapse in which connections between two consecutive lay-
ers are completely removed and all network parameters are
untrainable [33]. Unlike layer collapse, only connections to
separated output units are not learned in the output separa-
tion problem. Layer collapse is essentially an extreme case of
output isolation with regard to the position of untrained param-
eters, and output isolation is a more common phenomenon
than layer collapse.

To avoid the output isolation issue, we propose a method,
called conservation of output links (COOL) pruning that
ensures that all output neurons have at least one synaptic flow
to the input layer in the pruned model. In the second phase, if
the output isolation problem exists after removing connections
with the lowest score, the pruning mask matrices are modified
in a bottom-up manner starting from the last hidden layer to
the input layer. This modification is terminated when no out-
put neurons are quarantined. It should be noted that COOL
can be used with any scoring metric since any weight pruning
methods can suffer from the output isolation problem.

We introduce a novel optimization problem to minimize
the detection delay of NIDS. Switches are assigned to clas-
sify network traffic by using one or more intrusion detection
models based on performance requirements, such as classifi-
cation accuracy and completion ratio, and available resource
constraints. To maximize the amount of traffic to be clas-
sified, packets from switches that run out of resources can
be forwarded to other resource-rich switches. However, since
packet offloading can raise the high-transmission cost, we
limit the amount of traffic that should be exchanged in the
network for intrusion detection. We find optimal solutions for
the optimization problem in two cases: 1) with and 2) without
the COOL pruning. The experimental results show that the
COOL-based detection model achieves a lower average intru-
sion detection time in IoT and allows many more parameter
sets with a feasible solution.

We evaluate the COOL pruning algorithm and compare
it with three other pruning algorithms. We conduct experi-
ments on simulated programmable switches using a program-
ming language called P4 [34] to collect the detection delay
and classification metrics. The performance results show the
effectiveness of our COOL pruning algorithm in terms of con-
serving accuracy while reducing detection time compared to
existing methods. For example, when 60% of connections in
fully dense layers are removed, the proposed method achieves
a 20% reduction in detection delay with only a 1% drop in
accuracy compared to the FC model.

The contributions of this work are listed below.
1) We analyze the output isolation problem in conventional

weight pruning methods and derive the closed-form
expression of the lower bound isolation likelihood that
depends on network parameters and pruning rate.

2) The COOL pruning algorithm avoids the output iso-
lation problem by preserving the strongest connection
for each neuron and therefore produces higher accuracy,
especially with an extremely sparse model.

3) We introduce the lightweight NIDS incorporating the
COOL pruning method to reduce model complexity and
detection delay.

4) Using the programmable data plane simulator, we eval-
uate the COOL-based intrusion detection model and
compare it to other methods, which shows that the
former produces comparable performance to the latter
while considerably reducing detection delay.

5) To further evaluate the COOL method, we formulate
a novel optimization problem that minimizes detection
time under performance requirements and resource con-
straints, which shows the COOL scheme reduces the
detection time and enables more traffic to be classified.

The remainder of this article is structured as follows.
Section II reviews related studies in the literature, and
Section III describes the network system as well as network
assumption. Then, the intrusion detection model based on the
COOL pruning algorithm is introduced in Section IV followed
by the detection time minimization strategy in Section V. The
performance is subsequently evaluated in Section VI to prove
the effectiveness of our proposal. Finally, we draw conclu-
sions regarding this work and suggest possible future studies
in Section VII.

II. RELATED WORKS

In this section, we first summarize and analyze the draw-
backs of previous pruning schemes. Then, we compare existing
studies of on-network classification for network intrusion
detection with our proposed architecture.

A. Pruning Algorithms

In traditional pruning algorithms, the scoring criterion is a
salient factor in determining weak connections in the network.
For example, Chandakkar et al. [14] and Han et al. [15] used
the smallest absolute weight values as the scoring metric.
In [17], information from all second-order derivatives of the
error function was used to find pruned neurons. Meanwhile,
Molchanov et al. [16] removed a feature map based on the
loss change with the first-order derivative term. Yu et al. [18]
introduced a neuron importance score propagation algorithm
that measures the neuron score at a layer based on the score of
neurons in the succeeding layer and connections between these
two layers. Moreover, Luo and Wu [19] used an entropy-based
criterion to determine the importance of filters in convolutional
neural networks (CNNs). Hu et al. [20] computed the Average
Percentage of Zeros (APoZs) of neurons for a given data set
and eliminated neurons with high-APoZ values. In [21], ran-
dom pruning at initialization was evaluated and compared with
the FC network. In [22], neurons in a specific layer were
given importance scores that were backpropagated from out-
put to input and depended on the activation value of neurons
in the preceding layer and weight between the current layer
and preceding layer.

Conventional pruning methods sometimes face the criti-
cal problem of layer collapse [33] in which all connections
of a specific layer are completely removed. This problem
becomes more likely when the compression rate increases.
Since layer collapse leads the model to be untrained, the prun-
ing method should be designed to avoid this problem. For
example, Tanaka et al. [33] found that larger layers tend to

Authorized licensed use limited to: Ewha Womans Univ. Downloaded on February 28,2024 at 15:26:54 UTC from IEEE Xplore.  Restrictions apply. 



8908 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 5, 1 MARCH 2024

TABLE I
COMPARISON BETWEEN COOL AND RELATED PRUNING WORK

have lower scores than small layers due to the conservation
of synaptic saliency. Therefore, they applied iterative prun-
ing to avoid layer collapse by gradually reducing the size of
larger layers or reducing the gap between scores of layers.
Gupta et al. [35] and Lee and Yim [36] introduced a min-
imum threshold of weights or channels to be kept in each
layer to guarantee connections between layers.

In our work, we consider a related problem, output separa-
tion, which has no synaptic flow from an output neuron to the
input layer. Although the pruned network can still be trained,
the output isolation issue significantly reduces performance
since the parameters of one or more output units cannot
be updated during training. Note that methods in [33], [35],
and [36] focused on mitigating layer collapse, not output
separation. Hence, this article analyzes the output separa-
tion problem and provides a possible solution to the output
isolation problem.

As shown in Table I, we compare pruning methods based
on four different metrics: 1) the method’s pruning crite-
ria; 2) whether the method is probabilistic or deterministic;
3) whether the method is data aware or data agnostic; and
4) the method’s output isolation probability. Unlike other prun-
ing methods, the COOL algorithm can be used with any
weight-scoring metric. Weights are removed with a probability
in a probabilistic pruning algorithm, while weights with the
lowest scores are completely pruned in a deterministic pruning
algorithm. If weight scores are computed on a training data
set, a pruning algorithm is data-aware; otherwise, it is called
data-agnostic. We also summarize pruning algorithms’ output
isolation probability in the last column of Table I.

B. On-Device Classification for Network Intrusion Detection

Researchers have investigated on-network classification
using programmable switches for multiple applications [37],
[38], [39]. On-network classification is especially useful for
latency-critical applications thanks to the early response to
detected events. It has been proved that various ML tech-
niques can be executed in the data plane. In [37], four
different supervised and unsupervised methods consisting of
decision tree (DT), support vector machine (SVM), Naive
Bayes (NB), and K-means were implemented in both software
and hardware (NetFPGA). Specifically, a parser block acted
as a features extraction module and a match-action pipeline

served as a traffic classifier. The authors showed classification
performance at a full line rate on real-world data sets.

As embedding network security into programmable switches
enables packet processing at the line rate, it has received
considerable attention. Xavier et al. [39] developed a simple
and quite accurate DT-based framework that can be deployed
into the programmable switches and validated the framework
for an intrusion detection task using the BMv2 emulator and
Netronome SmartNIC board. The performance results show
high accuracy (above 95%) with little performance drop, even
for a large number of flows. Other on-network detection stud-
ies have focused on detecting a specific common attack [40],
[41], [42], [43]. For example, Musumeci et al. [40] developed
a distributed denial-of-service attack detection framework
assisted by ML techniques, such as SVM and random forest
(RF). This framework includes two main phases: 1) feature
extractor and 2) ML classifier. The P4 switch extracts nec-
essary packet features and sends them to an external device
for traffic classification. Unlike [40], we implement both fea-
ture extraction and intrusion detection on a programmable
data plane. Therefore, there is no delay caused by packet
transmission from the switch to the packet classifier.

To determine volumetric DDoS attacks, Ding et al. [41]
and Turkovic et al. [42] estimated flow cardinality based on
a count-min sketch, which is a probabilistic and memory-
efficient data structure in which a packet arrives at a pro-
grammable switch and then a flow key is extracted and fed
to multiple hash functions to compute register indices where
counters are stored. Friday et al. [43] introduced a P4-based
DDoS detection and mitigation scheme that can measure the
bandwidth used by various applications and monitor the traffic
rate of TCP connections, executing the tracking data rate in
the data plane via a Bloom filter. Our work differs from [40],
[41], [43], and [42] in the following two ways.

1) We consider the problem of classifying incoming traf-
fic into various classes, including normal and a specific
attack type. This is a more general problem that can help
operators to gain insights into intrusion behaviors.

2) We implement a more complex ML technique (i.e.,
NN) in a P4 switch to further improve classification
performance.

With the aim of building a lightweight intrusion detec-
tion model, Lei et al. [44] combined a magnitude pruning
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Fig. 1. Overview of NIDS in IoT.

Fig. 2. Change in traffic rate in the IoT Korea data set.

algorithm and a deep NN consisting of 11 ReLU hidden
layers. Although they claimed that this reduced model com-
plexity while achieving strong classification performance, the
evaluated architecture was still heavy and difficult to deploy
in the data plane. To cope with this issue, we propose a
more lightweight COOL pruning-based detection architecture
with only one hidden layer that is suitable for programmable
switches. Moreover, the COOL pruning method can overcome
a problem raised by general pruning techniques (i.e., output
separation).

III. NETWORK SYSTEM

IoT networks consist of IoT devices, servers, and switches
that connect IoT devices and servers, as presented in Fig. 1.
Data traffic generated by IoT devices from various applica-
tions can be transmitted to servers via switches. Participating
switches are connected using an arbitrary network topology,
such as a bus, star, tree, ring, or mesh as shown in Fig. 1.
These switches are in charge of data traffic forwarding as
well as intrusion detection to ensure that only legal data are
forwarded.

It is assumed that IoT devices generate data periodically
or whenever they detect an event, such as a fire, a gas leak,
or smoke release. Hence, the data rate may vary considerably
over time. As an example, Fig. 2 demonstrates the changes
in data rate in the IoT Korea data set [45]. Specifically, we

measure the number of incoming packets per second at a
switch during nearly 1000 1-s periods. Generally, there is a
significant change in data rate in the time span. For exam-
ple, there are around 500 incoming packets per second in the
beginning, and this number can increase up to 2500 or drop
to nearly 0 throughout the experimental duration.

Since networking devices’ incoming data rate varies over
time, a switch’s detection model should be adapted accord-
ingly. Generally, model complexity is inversely proportional to
model performance. Therefore, when the data rate is low, the
switch can implement a complex detection model to achieve
high-classification performance. In contrast, with a high-traffic
rate, a simpler prediction model with low complexity should be
utilized to maximize the amount of data traffic to be examined.

To quickly detect and respond to network threats, we exe-
cute the traffic classification model on a programmable data
plane. More specifically, with data plane programmability,
we can easily add customized packet processing functions to
edge devices, thus significantly reducing detection delay. There
are multiple commercial programming edge devices, includ-
ing NetFPGA SUME, developed by Digilent [46] and Intel
Tofino2 [47]. When a data packet arrives at the input port, the
switch predicts the data label. According to [45], there are five
different traffic labels: 1) normal; 2) reconnaissance; 3) man-
in-the-middle; 4) denial-of-service; and 5) Botnet. Based on
the prediction output, the switch then takes an appropriate
action for this packet (e.g., forwarding the packet, dropping
the packet, or adding an alarm field in the packet header).

In our work, each programmable switch decides the detec-
tion model independently. Multiple factors should be taken
into account: the incoming data rate, available computing
resources, and accuracy and detection time of each detection
model. Note that there is a tradeoff between the traffic clas-
sification model’s accuracy and detection time. Specifically,
if using a model with high complexity, we can achieve high
accuracy with a sacrifice in detection time and vice versa.
Therefore, participating switches should carefully consider
these factors.

In the following section, we introduce a lightweight detec-
tion and classification model based on the COOL pruning
method. Then, in Section V, we propose an optimization
problem for minimizing detection latency to select a suit-
able model given constraints on computing resources and
classification performance.

IV. NIDS BASED ON THE COOL PRUNING METHOD

We aim to develop a timely and lightweight network
intrusion detection architecture by incorporating the detec-
tion model with a pruning method. In this section, we first
introduce the output isolation problem inherent in the weight
pruning method. Then, the pruning algorithm based on the
COOL is proposed to address the output isolation problem.
Finally, we present the traffic classification model on the
programming switch with the support of the COOL pruning
algorithm.

The training procedure of traditional pruning methods
requires three phases for the training procedure: 1) learning
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(a) (b)

Fig. 3. Scores for links between the last hidden layer and output layer based
on (a) weight and (b) gradient metrics.

the FC model; 2) pruning unnecessary connections; and
3) retraining the pruned network. We define x, h, and y as the
vectors for the input, hidden, and output units, respectively.
In the first phase, parameters, including weights and biases,
are trained by minimizing the entropy-based loss function. In
the next phase, the trained weights with the lowest scores are
removed from the network in a layerwise manner. We define
the pruning rate pprune (0 ≤ pprune ≤ 1) as the ratio of the
number of removed connections to the total number of con-
nections of the FC layer. Assuming that connections between
two consecutive layers are pruned with the same ratio pprune,
then the pruning rate of the whole network is also pprune. To
present the connection state of a layer, a binary mask matrix is
used in which ones imply remaining links and zeros indicate
pruned flows. In the final phase, the remaining connections of
the pruned network are retrained, which is called fine-tuning.
The entropy-based loss function is still used for retraining. A
weight matrix is multiplied by a corresponding binary mask
matrix so that the pruned weights are not trained in this
phase.

However, some output neurons may not have any connec-
tions to the previous layer, which is an inherent limitation of
the weight pruning method called output isolation. Since iso-
lated output neurons have the same value for all samples, the
classification performance decreases significantly, especially
with a high-pprune value and few hidden units in the previous
layer. To gain insight into this issue, we first derive the lower
bound value for the probability of the output isolation problem
poi and then propose an algorithm that conserves connections
for output units to overcome this problem.

It is assumed that scores of links between two consecutive
layers are random numbers with a uniform distribution or there
is no specific order for connection scores. To substantiate our
assumption, we demonstrate scores of connections between
the output layer and the preceding layer when training a dense
NN to classify hand-written digits in the MNIST data set. Two
different scoring metrics are used, weight-based and gradient-
based, as shown in Fig. 3. The x-axis represents ten output
units, while the y-axis accounts for 32 hidden features. In this
example, connection scores with the weight-based metric are
more uniformly distributed than those with the gradient-based
metric, in which high scores focus on links to the outputs 6
and 9. Note that when scores are distributed uniformly in a spe-
cific range, the output isolation probability becomes the lowest
and achieves the lower bound. For our example in MNIST,

poi in Fig. 3(a) is lower than that in Fig. 3(b). Therefore, we
assume that scores of connections between the output layer
and the last hidden layer follow a uniform distribution and
derive the lower probability of an output isolation problem.

We define nk as the number of units in layer k with
0 ≤ k ≤ H + 1, where layer 0 denotes the input layer and
layer H + 1 is the output layer. Let nH+1 and nH denote
the number of output and hidden features in the second-
to-last layer, respectively. Then, the number of connections
between the hidden and output layers in the FC model is
nHnH+1. In the FC model, each output neuron has nH links
to the previous layer. Since the events of pruning connections
are independent, we compute the joint probability of remov-
ing all nH links as the product of probabilities of trimming
nH links. Thus, the probability that the first link is deleted
from the FC model after removing the paths with the low-
est scores is p1 = ([nHnH+1pprune]/nHnH+1) = (n′/n) where
n = nHnH+1 and n′ = npprune for simplification. The proba-
bility that the second link is trimmed is p2 = (n′ − 1/n − 1).
Similarly, the probability that the link nH is removed is
pnH = ([n′ − nH + 1]/n − nH + 1). Finally, the joint probabil-
ity that an arbitrary output neuron has no link to the preceding
hidden layer is

poi =
k=nH∏

k=1

pk = n′(n′ − 1
)(

n′ − nH + 1
)

n(n − 1)(n − nH + 1)
. (1)

We remove connections between two consecutive layers with
pruning rate pprune only, and we iteratively compute the prob-
ability of pruning one connection among nH connections to
derive the isolation probability of an arbitrary output neuron.

Fig. 4(a) shows the lower bound of poi when there are five
attack labels. nH+1 = 5 is taken from the IoT data set [45].
The number of hidden neurons varies from 6 to 30, and pprune
is set between 0.5 and 0.95 with a step size of 0.05. As shown
in Fig. 4, the output isolation probability increases as pprune
increases or nH decreases. For example, with six hidden units,
poi = 0.778 when pprune = 0.95 compared to only 0.013 when
pprune = 0.5. As pprune is less than 0.5, the poi value almost
reaches 0, which means the output isolation problem rarely
occurs. Since the poi value slowly increases with a low-pruning
probability and then shows exponential growth when pprune
becomes high, the poi graph is quite similar to an exponential
function. However, unlike an exponential function, which can
approach infinity, the upper bound value for poi is 1.

We also evaluate the output isolation probability with ten
traffic labels taken from the UNSW-15 data set [48]. As can
be seen in Fig. 4(b), with nH+1 = 10, the poi value is slightly
lower than that with nH+1 = 5, as there are more connections
between the output and the previous layers (n) in the FC model
when nH+1 = 10. Hence, with the same pruning probability,
it is less likely that all links to an output neuron are removed
in the pruned network.

To avoid the output isolation problem, we design the pruning
method in a bottom-up manner as follows. First, the max-
imum score value max(SH+1) of connections between the
second-to-last and the last layers is computed and the strongest
connection for each output neuron is conserved by setting
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(a) (b)

Fig. 4. Lower bound for the output isolation probability when (a) nH+1 = 5 and (b) nH+1 = 10.

Fig. 5. Construction of pruned NN with conservation of output connections.

the score for this connection to max(SH+1). Similarly, for
connections between the third-to-last and the second-to-last
layers, we set the score of the strongest connection for each
remaining hidden neuron in layer H to max(SH). The proce-
dure continues until we trim unimportant links between the
input layer and the first hidden layer.

We define pmax as the maximum pruning probability to
ensure that each output neuron has at least one connection
to the previous layer. If pprune > pmax, it is impossible to
avoid the output separation problem. Considering connections
between layer k and k+1, the minimum number of remaining
paths to conserve nk+1 units is nk+1 and the maximum prun-
ing ratio at layer k is 1 − (nk+1/nknk+1) = 1 − (1/nk). Then,
pmax = mink(1 − [1/nk]).

We use a binary mask matrix Mk with the same size as the
weight matrix Wk to denote the pruning status of links from
layer k to the succeeding layer. For example, M1 in Fig. 5 is

M1 =
[

0 0 0 1
1 1 1 0

]T

. To check whether an output neuron is

Algorithm 1 COOL Pruning Algorithm
Input: Network architecture nk, 0 ≤ k ≤ H + 1 and
pruning rate
Phase 1: Train the FC model

1: Derive the score matrices for connections {S0, S1, ..., SH}
Phase 2: Prune connections with the lowest scores

2: k = H
3: while k ≥ 0 do
4: Initialize updated score matrix S′

k = Sk

5: lk : list of neurons in layer k with link to output layer
6: Compute max(Sk)

7: for i ∈ lk do � Modify Sk

8: tmp = Sk[:, i] � Extract a column of Sk

9: index = argmax(tmp)

10: tmpindex = max(Sk)

11: S′
k[:, i] = tmp � Updated score matrix

12: end for
13: Based on updated score matrix S′

k, remove weights
with lowest score in layer k to obtain mask matrix Mk

14: k = k − 1
15: end while

Phase 3: Re-train pruned model with mask matrices Mk

return The pruned model

isolated, matrix M with n0 rows and nH+1 columns is defined
as M = ∏H

k=0 Mk. If the value at row i and column j is 0
(Mi,j = 0), there is no synaptic flow from input feature i to
output neuron j. We define an isolation vector I with shape
(1, nH+1) as follows:

Ij =
n0∑

i=1

Mi,j, 1 ≤ j ≤ nH+1 (2)

where the jth element of I indicates the isolation status of out-
put unit j. Specifically, Ij = 0 implies that the output neuron j
has no connection path to the input layer.

Algorithm 1 presents our COOL pruning scheme to avoid
the isolation of output neurons. The network structure is
used as the input of Algorithm 1 with the number of input
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features n0, the number of output neurons nH+1, and the num-
ber of units in hidden layers. Our three-phased pruning scheme
mostly differs from other pruning methods in the second phase.
After training an FC model in the first phase, we obtain the
score matrices for connections in the network {S0, S1, . . . , SH}.
Matrix Sk represents the score for connections between layers
k and k + 1; the shape of Sk is the same as that of connec-
tion weights Wk between these two layers. For example, if
layers k and k + 1 have nk and nk+1 units, respectively, then
Sk ∈ R

nk×nk+1 . Then, in the second phase, layer index k is ini-
tialized to the number of hidden layers H in line 2. We modify
the original score matrix Sk from lines 7 to 11 and save it to
the newly updated matrix S′

k. Specifically, each neuron in layer
k should have at least one strong link with a weight equal to
the maximum value of Sk, so that this link cannot be deleted.
After obtaining S′

k, we apply the weight pruning scheme to
layer k (line 13) and obtain the mask matrix Mk. Then, layer
index k is reduced by 1 (line 14) and score matrix modifica-
tion repeats until the input layer (k = 0). Finally, we fine-tune
the pruned model using the mask matrix Mk in the last phase.
The COOL algorithm is not dedicated to a specific scoring
metric but can be used for any weight scoring metric to avoid
the output isolation problem as shown in Fig. 5. Since the
maximum number of iterations needed for the second phase
of Algorithm 1 is the sum of the number of hidden units and
output neurons in the network, the algorithm complexity is
O(

∑H+1
k=1 nk) where nk is the number of units in layer k.

Note that since the P4 language only supports integer and
binary operations, we need to convert the trained network
parameters into integer values. Assuming that χ bits are used
to represent the fractional part of parameters, we now explain
how to compute binary output neurons for a simple NN with
one hidden layer in P4. W1 and b1 denote the trained weight
and bias float values of the hidden layer, respectively. Then,
the binary hidden vector hbin is derived as follows:

W1,bin = �W1 × 2χ	 (3)

Xbin = �X × 2χ	 (4)

b1,bin = �b1 × 22χ	 (5)

hbin =
{⌊

W1,binXbin+b1,bin
2χ

⌉
, if WbinXbin + bbin ≥ 0

0, otherwise
(6)

where the �	 notation denotes the round operation to the near-
est integer number. The binary output features ybin can be
computed similarly as follows:

ybin = W2,binXbin + b2,bin (7)

where W2,bin and b2,bin are the binary weight and bias
parameters between the hidden and output layers.

When the pruned network is fine-tuned, the parameters are
sent to programmable switches. Each switch computes the out-
put values y that represent the probability of traffic classes for
an incoming packet. Then, the packet is classified into the
label argmax(y). Depending on the classified label, we can
take different actions for this packet. For example, the packet
can be forwarded normally or dropped, or an alarm field can
be added to the packet header at the switch.

TABLE II
LIST OF MAIN NOTATION IN INTEGER LINEAR PROGRAMMING

FORMULATION

V. DETECTION TIME MINIMIZATION STRATEGY

The main objective is to minimize the average detection
time of packets classified by all switches in the network given
the constraints of accuracy requirement, completion ratio,
computing resource, and offloading cost. Table II presents the
main notation of the optimization problem. We assume that
the network has a set S of S switches and there are Ni pack-
ets per second purely forwarded to switch i. Switches are
in charge of forwarding incoming packets to the destination
and detecting any abnormal behaviors from incoming pack-
ets. Depending on the available computing resources, a switch
may ask a neighboring switch to perform the classification
task or accept to perform this task for nearby switches. We
define xik as the number of packets offloaded from switch k to
switch i. To reduce the offloading cost caused by packet trans-
mission between switches and to reduce the detection time,
we assume that a switch only asks neighboring switches to
perform packet classification when this switch has insufficient
computing resource. The hop count between switch i and k is
denoted by hik. The relationship between hik and xik as follows:

xik =
{

0, if hik > 1
≥ 0, otherwise.

(8)

The total number of packets generated in the network per
second is N = ∑S

i=1 Ni. Suppose that there are C possible
classification models and each switch needs to choose the
appropriate classification model for incoming packets. The
classification accuracy and detection time for model j are
denoted by Aj and Tj, respectively.

We define an integer assignment variable yij1 as the number
of packets that are purely forwarded to switch i and classi-
fied by model j at switch i. Meanwhile, the variable yij2 is
the number of packets that are offloaded to switch i from
nearby switches and classified by model j at switch i. Then,
the total number of packets classified by switch i using model j
is denoted by yij = yij1 + yij2.
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The ILP can be formulated as follows:

min
S∑

i=1

C∑

j=1

(
yij1Tj + yij2

(
Tj + Thop

))
(9)

subject to

1

n

S∑

i=1

C∑

j=1

Ajyij ≥ areq (10)

n

N
≥ rreq (11)

n =
S∑

i=1

C∑

j=1

yij (12)

C∑

j=1

yijTj ≤ treq,i ∀i ∈ S (13)

treq,i ≤ 1 ∀i ∈ S (14)
S∑

i=1

S∑

k=1

xik ≤ creq, i �= k (15)

C∑

j=1

yij2 =
S∑

k=1

xik ∀i ∈ S (16)

yij = yij1 + yij2 ∀i ∈ S ∀j ∈ C (17)

yij ≤ 1

Tj
∀i ∈ S ∀j ∈ C (18)

C∑

j=1

yij1 ≤ Ni ∀i ∈ S (19)

n ≤
S∑

i=1

Ni (20)

0 ≤ yij1 ≤ Ni ∀i ∈ S ∀j ∈ C (21)

0 ≤ yij2 ∀i ∈ S ∀j ∈ C (22)

0 ≤ xik ≤ Nk ∀i ∈ S (23)
S∑

i=1

xik ≤ Nk. (24)

The objective in (9) is to minimize the classification delay
of packets by all switches in the network. Constraint (10)
ensures that the average classification accuracy exceeds a given
threshold value areq, while (11) and (12) guarantee the com-
pletion ratio requirement is met. Meanwhile, (13) and (14)
ensure that the total classification time switch i spends per sec-
ond is less than value treq,i with the maximum value of 1 s.
Inequation (15) limits the total number of offloaded packets
to reduce the transmission cost in the network. Finally, the
remaining equations and constraints indicate the feasible range
of variables under consideration.

VI. EXPERIMENTAL RESULTS

A. Network Setup

To evaluate the COOL pruning algorithm, we consider three
different data sets: 1) MNIST; 2) CIFAR-10; and 3) the IoT
data set [45]. Since the COOL algorithm can be used with

TABLE III
LABEL DISTRIBUTION OF IOT NETWORK INTRUSION DATA SET

Fig. 6. Network topology used to collect E2E delay.

any scoring criterion, the weight magnitude is selected as a
scoring metric, as its simplicity and effectiveness have been
proven in the literature. Using the MNIST and CIFAR-10 data
sets, we show the benefits of the proposed pruning algorithm
compared to some existing pruning methods. Then, the COOL-
based network intrusion detection model is evaluated using the
IoT data set. The samples in the IoT data set were collected
from a wireless network, including smart home devices (i.e.,
intelligent speakers and Wi-Fi cameras) and laptops as well
as smartphones. The data distribution of this data set with five
different traffic classes is shown in Table III. The normal and
Botnet data are major classes containing 58.82% and 34.76%
of the whole data set, respectively. The remaining three attack
types are the minority labels. We randomly divide the whole
data set into training and test sets. Network parameters are
trained using the training data, while the performance of the
evaluated model is measured on the test set only. The exper-
iments are conducted on a desktop PC with an Intel Core
i7 2.5-GHz CPU (with the Radeon R9 M370X 2048 MB and
Intel Iris Pro 1536-MB GPU support) and 16-GB RAM, which
is comparable to a normal or low-end switch specification.

To estimate the detection models’ detection delay, we con-
sider a network with two hosts and one programmable switch
that connects these hosts, as shown in Fig. 6. More specifi-
cally, the host h1 extracts data traffic from pcap traces of the
IoT data set and then sends data packets to the host h2 via
the switch. The switch is in charge of monitoring incoming
data by classifying the data packets into one of five different
traffic classes. A variety of classification models are imple-
mented in the switch using the P4 programming language. It is
assumed that we forward all packets from h1 to h2 to measure
the average end-to-end (E2E) delay of detection models under
consideration. In fact, the switch takes different actions for
incoming packets: forwarding, dropping, and adding an alarm
header to the packet. The network emulator Mininet [49] is
used to define the network topology, including the number of
hosts, switches, and network parameters (e.g., bandwidth and
link delay). The Python-based Library Scapy is used for packet
generation and transmission at h1 as well as a reception at h2.
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(a)

(b)

(c)

Fig. 7. Comparison of pruning algorithms’ performance on MNIST and CIFAR-10. (a) NN with one hidden layer on the MNIST data set. (b) NN with two
hidden layers on the MNIST data set. (c) CNN with two dense layers on the CIFAR-10 data set.

To evaluate the proposed architecture, we consider different
performance metrics, including classification accuracy (per-
centage of correct predictions), false positive (FP) rate (rate
of normal labels misclassified as attack labels), false nega-
tive (FN) rate (rate of attack labels misclassified as normal
labels), and false interattack (FI) rate (rate of an attack type
misclassified as another attack type).

B. Comparison of Pruning Methods’ Performance on MNIST
and CIFAR-10 Data Sets

We selected three well-known and up-to-date
methods—gradient-based pruning [14], random pruning [21],
and LRP [22] pruning—for the performance comparison
using the MNIST and CIFAR-10 data sets. Fig. 7 shows
the classification accuracy of NN-based classifiers with the
pruning algorithms under consideration. Pruning methods
are evaluated with different levels of model complexity by
changing the number of hidden units and pruning rates. For
our experiments, we apply pruning algorithms to dense hidden
layers, and the number of hidden units is written below each
subfigure. For object classification in the CIFAR-10 data set,
we build a CNN with three convolutional layers of 128, 256,
and 256 3×3 filters followed by two fully dense hidden
layers. Dropout with a connection drop rate of 0.3 is used

for better generalization. In all pruning methods, accuracy
tends to degrade significantly when using a high-pruning
ratio. Among the four considered pruning methods, LRP and
our method can avoid output isolation. More specifically,
LRP removes unnecessary hidden neurons/channels from the
network. By ensuring that there is at least one neuron in
hidden layers, LRP can avoid output isolation. However, our
method outperforms LRP, especially when the pruning rate
approaches the upper bound pmax, due to the advantage of
weight pruning over neuron pruning in terms of the number of
remaining neurons. Both weight and neuron pruning methods
preserve the same number of connections; however, more
hidden neurons are generally conserved in weight pruning.
Therefore, more informative features can be propagated
through the network in weight pruning. Meanwhile, since
gradient and random pruning methods suffer from output
separation, they exhibit lower performance than LRP and
our algorithm. The performance gap is clearly shown with a
sparser model.

With the random and gradient pruning algorithms, one or
more output units can be isolated. When the output separation
problem arises, classification performance drops drastically,
as shown in Fig. 7. To gain insight into the performance
drop, Table IV compares the number of isolated output units
between pruning methods with various network architectures

Authorized licensed use limited to: Ewha Womans Univ. Downloaded on February 28,2024 at 15:26:54 UTC from IEEE Xplore.  Restrictions apply. 



DAO AND LEE: COOL: CONSERVATION OF OUTPUT LINKS FOR PRUNING ALGORITHMS 8915

TABLE IV
COMPARISON OF THE NUMBER OF ISOLATED OUTPUTS BETWEEN

PRUNING ALGORITHMS IN THE MNIST DATA SET

when the pruning rate is set to {0.8, 0.9, 0.95, pmax}. N denotes
no output separation with all considered pruning rates.
Otherwise, we provide the number of isolated output units for
corresponding pruning rates from 0.8 to pmax. For example,
when 64 and 32 hidden units are used at the first and sec-
ond hidden layers, there are two separate output units when
pprune is 0.95 and 0.969 in random pruning. There are also
some isolated output units in traditional gradient and random
pruning schemes. Since more connections are kept, the num-
ber of isolated units tends to decrease when a more complex
classification model is used.

C. Evaluation of Pruning-Based Model on Intrusion
Detection

First, we present learning curves of the COOL-based detec-
tion model on both training and validation sets with a pruning
rate of 0.8 in Fig. 8. The number of hidden units is set to 10.
There are two phases of parameter learning: 1) training the
FC model and 2) retraining the COOL-based model after trim-
ming unimportant connections. In the first phase, all network
parameters are learned from the scratch by minimizing the loss
function. Then, we eliminate 80% of the least significant con-
nections and retrain the remaining parameters. Thus, in both
phases, the loss curve gradually decreases while the accuracy
improves over epochs. We stop network training when there
is no improvement in classification accuracy on the validation
set for the last 20 epochs.

After parameter training, the performance of the COOL-
based model is considerably lower than that of the FC model
because the number of connections in the COOL-based model
is only one-fifth of that in the FC architecture, which greatly
affects traffic classification performance. Therefore, the classi-
fication accuracy of the pruned model (around 90%) is roughly
4.3% lower than that of the FC model (around 94.3%).

Tables V and VI show the performance of the proposed
architecture with various parameters consisting of the number
of hidden units n1, pruning rate pprune, and the number of bits
χ representing the input and model parameters. Specifically,
the number of hidden units varies from 5 to 15, the prun-
ing rate list is {0.2, 0.4, 0.6, 0.8, 0.9}, the χ value is set
to {6, 10, 16} bits. Bold numbers indicate the best-measured
performance. As can be seen in Table V, the performance
improves as n1 increases and pprune decreases. However, the
performance improvement is more evident when n1 changes
from 5 to 10 (e.g., classification accuracy gains nearly 1%

Fig. 8. Learning curves of the COOL-based intrusion detection model with
pprune = 0.8.

TABLE V
IMPACT OF n1 AND pprune ON PERFORMANCE OF THE

PROPOSED COOL-BASED MODEL

TABLE VI
IMPACT OF χ ON PERFORMANCE OF THE PROPOSED

COOL-BASED MODEL

with pprune = 0.2) rather than 10 to 15 (e.g., accuracy enhances
around 0.5% with pprune = 0.2). Since more hidden units result
in higher model complexity, n1 = 10 is selected as the default
value to reflect the tradeoff between model complexity and
classification accuracy.

Regarding the detection delay, Fig. 9 shows the effects of
the pruning rate with different values of n1. Clearly, the detec-
tion delay increases when more hidden units and a low value
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TABLE VII
PERFORMANCE COMPARISON BETWEEN THE PROPOSED COOL-BASED MODEL AND EXISTING MODELS

Fig. 9. Effects of pruning rates on detection delay.

of pruning rate are used, as more operations need to be exe-
cuted. More specifically, the number of main operations (i.e.,
addition and multiplication) of the COOL-based model with
pprune is 2(n0n1+n1n2)(1−pprune) with one hidden layer. Since
the detection time is proportional to the number of main oper-
ations, the delay increases as n1 increases and pprune decreases.
Note that the relationship between detection time and the num-
ber of main operations is not linear because some operations
exist regardless of the values of n1 and pprune in the COOL-
based model. For example, after computing output features,
we need to compare the values of output units to find the
traffic label with the highest output value.

Table VI illustrates the impact of χ on the performance
of the COOL-based architecture. There is a significant
performance gain when χ changes from 6 to 10 bits compared
to a much slower improvement when χ increases from 10 to
16 bits. The resulting improvement when using more bits to
store model parameters can be clearly seen in all performance
metrics. Note that when χ changes from 6 to 10 bits, the
memory required to store parameters increases by a factor of
10/6 and performance gain can be achieved at a relatively high
rate (e.g., accuracy improves by 16.3%, FP drops by 25.2%,
and FI drops by 9% with pprune = 0.9). Therefore, we select
χ = 10 bits as the default value for our other experiments.

Now, we examine the impacts of pprune and n1 on the
average detection time of a packet for the proposed model
and compare its performance results with those of existing
models with different architectures (NB [50], SVM, DT [40],
and FC [51]) in Table VII. The detection time is collected

from a simulated programmable switch that runs on the desk-
top PC with Intel Core i7 2.5GHz CPU (with the Radeon
R9 M370X 2048 MB and Intel Iris Pro 1536 MB GPU sup-
port) and 16 GB RAM. Note that the FC layer is a type of
1-D CNN layer when the kernel size is set to the number of
input features. More advanced deep learning models like recur-
rent NNs and complex CNNs are not suitable to implement at
programmable switches. The detection delay is recorded five
times, and the average value is presented in this article. Among
the verified models, the NB-based scheme has the lowest clas-
sification accuracy of 45.71% because it uses only the source
and destination IP addresses as input features for detecting the
attack label although a single host can generate multiple dif-
ferent attack classes. Therefore, the NB-based model has the
lowest classification performance (i.e., accuracy, FP, and FI).
Among the evaluated models, the DT-based scheme produces
the second shortest delay (i.e., 0.456 ms) while attaining a rela-
tively high accuracy of 91.05%. Our COOL-based models with
pprune less than 0.9 are more accurate than three other existing
algorithms (SVM, DT, and FC w/o hidden layer) thanks to the
nonlinear and sufficient connections from the input features to
the output values. When pprune = 0.9, since we remove 90%
of connections compared to FC with one hidden layer, clas-
sification performance drops considerably. Despite achieving
the highest classification accuracy (95.22%), the FC model
with two hidden layers has the highest memory footprint for
network parameters, including weights and biases. Meanwhile,
the COOL-based model can reduce the memory footprint by
around pprune ∗100% compared to the FC model with one hid-
den layer. The COOL-based model achieves a balance between
performance metrics (i.e., classification accuracy and detection
delay). Recall that we designed the COOL-based model such
that less important connections are pruned from the FC model.
Since fewer operations are required to classify the network
traffic, the detection time can be reduced. However, we need
to sacrifice classification performance, especially when pprune
becomes large. If pprune is well selected, we can achieve a
much shorter detection delay without significantly sacrificing
classification performance. For example, when pprune = 0.6,
classification accuracy drops less than 1%, while detection
delay improved around 20% from 1.245 to 1.023 (ms).

To show the multiclass performance of the proposed
detection model, we present the confusion matrix of the
architecture with two hidden layers of ten ReLU units in
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Fig. 10. Confusion matrix (left) and normalized confusion matrix (right) of
the COOL-based detection model on the IoT data set.

Fig. 10. Three categories (normal, DoS, and MitM) achieve
high accuracy, while performance for Botnet and reconnais-
sance is less than 50% because we used features that excel
at recognizing normal, DoS, and MitM classes. Specifically,
features consist of the linear sum, mean, and variance of
packet length and time elapsed between two consecutive pack-
ets. The average packet length of DDoS attacks is usually
higher than that of normal packets, while the average elapsed
time of MitM is usually higher than that of normal traffic.
To improve the accuracy of Botnet and reconnaissance cate-
gories, a new feature should be added. For example, traffic
with requests to know available services and traffic volume
from multiple sources to a given destination can be used to
recognize reconnaissance and Botnet, respectively.

D. Optimization of Detection Time

If we assume that there are 30 switches in a network with a
mesh topology and each switch is randomly connected to three
other switches, when an event is generated, a 2-MB packet is
sent to the server via networking switches. OR-Tools is used
to solve the optimization problem in two cases: 1) with (w/)
and 2) without (w/o) the COOL-based model. In the first case,
each switch can choose appropriate classification models from
the eleven models in Table VII. Meanwhile, the second case
consists of only five possible choices: 1) NB-based; 2) SVM-
based; 3) DT-based; 4) FC without a hidden layer; and 5) FC
with one hidden layer. We consider these two cases to exam-
ine how the COOL-based model can improve the detection
time of NIDS. Various parameters of the optimization problem
are evaluated, including accuracy requirement areq, transmis-
sion cost constraint creq, completion ratio requirement rreq, and
network speed. The one-hop delay Thop is set to 1 ms.

Fig. 11 presents the average detection delay of classified
packets in the network when the network speed changes from
1 to 3 GB/s (step size is 0.2), the completion ratio increases
from 0.5 to 1 (step size is 0.1), the accuracy requirement
is set to {90, 93, 94}, and the transmission cost constraint
is 1000 packets. For each accuracy requirement value, there
are a total of 66 combination sets between network speed
and completion ratio. We find the optimal solution for the
optimization problem and present the average detection delay
in Fig. 11. Note that the white boxes represent cases with no
feasible solution. As shown in Fig. 11, there are fewer sets
with feasible solutions as areq increases because fewer classi-
fication models can satisfy the higher accuracy requirement.

(a) (b)

(c) (d)

(e) (f)

Fig. 11. Impact of accuracy requirement on average detection time. (a) w/o
COOL, areq = 90%, (b) w/ COOL, areq = 90%, (c) w/o COOL, areq = 93%,
(d) w/ COOL, areq = 93%, (e) w/o COOL, areq = 94%, (f) w/ COOL,
areq = 94%.

For example, when areq = 90%, 64 out of 66 sets have feasible
solutions compared to only 30 sets when areq = 94% when
the COOL-based models are not used. Moreover, generally, the
number of feasible sets is inversely proportional to the network
speed and completion ratio. For instance, with areq = 94%,
the number of feasible sets increases from 0 to 5 when the
network speed decreases from 3.0 to 1.0 GB/s. In addition,
the COOL-based models can help to increase the number of
feasible sets; for example, with areq = 94%, there are 33 feasi-
ble sets when using COOL-based models compared to 30 sets
without COOL-based schemes. Fig. 11 suggests that it takes
less time to classify incoming traffic as the network speed
or completion ratio decreases. Since NIDS deals with fewer
packets, the average detection time can be reduced.

For each completion ratio value creq, there exists a specific
network speed value called upper bound network speed value
supper. If the network traffic has a higher speed than supper,
there is no feasible solution. For instance, when accuracy
requirement is set to 94%, supper = 2.8 GB/s with creq = 0.5
and supper = 1.4 GB/s with creq = 1. Similarly, for each
network speed value, we observe an upper bound value of
completion ratio cupper such that there exists a feasible solution
if the completion ratio is smaller than cupper. For example,
when areq = 94%, cupper = 0.5 with network speed 2.8 GB/s
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(a) (b)

(c) (d)

Fig. 12. Impact of transmission cost constraint on average detection
time (ms). (a) w/o COOL, creq = 2000 (b) w/ COOL, creq = 2000 (c) w/o
COOL, creq = 6000 (d) w/ COOL, creq = 6000.

compared to cupper = 0.7 when the network speed drops to
2.0 GB/s.

When using the upper bound network speed value supper,
we record an optimal solution for the optimization problem.
Assuming that only the speed value is reduced and other
parameters are kept constant, the stored solution can be
used, and the average detection delay is almost similar to
the case of supper. Therefore, Fig. 11 shows that the average
delay when using the COOL-based model is around 0.475,
0.910, and 1.132 (ms) with areq =90%, 93%, and 94%,
respectively.

To further investigate the effects of the transmission cost
constraint on the detection system, we measure the average
detection delay when limiting the number of offloaded packets
to 2000 and 6000, as shown in Fig. 12. The network speed
changes from 1.5 to 3.0 GB/s with a step size of 0.3, while the
accuracy requirement increases from 90 to 94% with a step
size of 1. For this experiment, there are a total of 30 sets. If
the transmission cost constraint increases, there are more cases
with feasible solutions because neighboring switches can help
to classify more network traffic. For example, there are 15 out
of 30 feasible sets with creq = 2000 compared to 21 feasible
sets with creq = 6000 if using the COOL scheme. However, if
offloading packets to neighboring switches, it takes more time
to classify all incoming packets.

Table VIII compares the average detection delay in two
cases (i.e., with and without the proposed model) to show
the effectiveness of the COOL-based scheme with accuracy
requirement changes from 90% to 95%. The network speed
is set to 1 GB/s, the completion ratio is 1, and the transmis-
sion cost constraint is 1000. When areq is less than 91.5%, the
average delay is similar in the two cases because the DT-based
model with the second shortest delay of 0.476 ms is used to
classify the incoming packets. Recall that the DT-based model

TABLE VIII
DETECTION TIME WITH AND WITHOUT COOL

achieves 91.5% accuracy. When the accuracy requirement is
greater than or equal to 94.5%, there is no feasible solution
in either case, as the highest accuracy that can be achieved by
classification models on the IoT data set is 94.17% (FC with
one hidden layer). The COOL-based models can shorten the
average classification delay, especially with a high-accuracy
requirement value. The improvement gain gradually increases
with areq because the COOL-based model can yield competi-
tive classification accuracy with a shorter detection delay than
the FC scheme. Therefore, when areq is larger, the COOL-
based algorithm is used more frequently, which helps to reduce
the average detection time. For example, when areq is 94%,
the delay can be shortened by 6% from 1.204 to 1.132 (ms)
using the COOL-based model.

VII. CONCLUSION

In a pruning-based NIDS, synaptic connections to output
neurons may be lost, especially in a highly sparse model,
significantly reducing detection performance. To address this
problem, we design the COOL algorithm to conserve the most
significant connections for nonisolated neurons in the pruned
model. Thanks to the COOL, the COOL algorithm outper-
forms other weight-pruning methods in terms of classification
accuracy on various benchmark data sets and significantly
reduces detection delay compared to fully dense networks.
To further evaluate the COOL-based NIDS, we formulate
an optimization problem with the objective of minimizing
the average detection delay of traffic in the network under
constraints on overall performance and available resources.
Our experimental results show that more traffic can be man-
aged with a shorter detection delay in the intrusion detection
system with the support of the COOL algorithm. With the
aim of further reducing detection delay, we plan to embed
the COOL algorithm in the distributed detection architec-
ture in future works. New features should be added to the
classification model to improve multiclass performance. In
addition, the proposed COOL-based NIDS should be evalu-
ated in real-world environments to determine how it handles
real traffic.
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